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Abstract

Genre or style analysis can be used to improve re-
sults achieved using standard IR techniques. A
genre class is a group of documents that are written
in a similar style. Genre classification can identify
documents that are written in a style most likely to
satisfy a user’s information need.
We consider the use of Machine Learning tech-
niques applied to the task of automatic genre clas-
sification. We investigate two sample genre classi-
fication tasks: whether a news article is subjective
or objective; and whether a review is positive or
negative. We investigate the use of three different
feature-sets for building genre classifiers.
We argue that traditional methods of evaluating text
classifiers are insufficient for genre classifiers and
emphasize domain transfer for the generated clas-
sifiers. Domain transfer indicates the ability of a
genre classifier to classify documents that are about
topics other than those it was trained on.
For both sample genre classification tasks, we build
classifiers that perform well within a single topic
domain. We also investigate and evaluate the per-
formance of these classifiers when transferred to
new subject domains.
We describe a method of combining evidence based
on different feature-sets. We show that an ensem-
ble learner based on different feature-sets improves
performance for genre classification. We further
combine predictions from different feature-sets to
selectively sample which documents to add to the
training set and show that this approach improves
the learning rate of the resulting genre classifier.

1 Introduction
There is a vast amount of information available to the casual
user today mainly due to the proliferation of the world wide
web (WWW). However, it has become difficult to find the in-
formation that is most appropriate to a given query. While
users can usually find relevant information, it is increasingly
difficult to isolate information that is suitable in terms of style

or genre. Current search services take a “one size fits all ap-
proach”, taking little account of the individual users needs
and preferences. These techniques succeed in identifying rel-
evant documents, but the large number of documents rele-
vant to a given query can make it difficult to isolate those
documents that are most relevant to that query. It is easy to
achieve high recall, but high precision in addition to high re-
call is much more challenging. The huge volume of infor-
mation available means that new techniques are needed filter
the relevant documents and identify the information that best
satisfies a users information need.

We have identified automatic genre analysis as an addi-
tional tool that can complement existing techniques and im-
prove the results returned to a user. Genre information could
be used to filter or re-rank documents deemed relevant. The
relevance of a particular document to a given query is depen-
dent on the particular user issuing the query. We believe that
the genre or style of text in a document can provide valuable
additional information when determining which documents
are most relevant to a particular user’s query.

By genre we loosely mean the style of text in the document.
A genre class is a class of documents that are of a similar type.
This classification is based not on the topic of the document,
but rather on the kind of text used.

The ability to identify the style of text used in a document
would be a valuable service in any text retrieval system. For
example, consider a query about “chaos theory”. Different
users will require documents which assume different levels
of expertise, depending on the users technical background. It
would be useful to be able to rank documents according to
the level of technical detail with which they present their sub-
ject. Current information retrieval systems would be greatly
enhanced by the ability to filter documents according to their
genre class. A high school student may require documents
that are introductory or tutorial in style, while a college pro-
fessor may require scholarly research documents.

As another example, consider news filtering. This is gen-
erally done according to the topic of the news article. This
service would be improved by the ability to filter the news ar-
ticles according to different genre classes. For example, con-
sider a financial analyst who tracks daily news about compa-
nies in which she is interested. It would be useful to be able to
further class these documents as being subjective or objective.
One class of documents would present the latest news about



the various companies of interest, while the other class would
contain the opinions of various columnists and analysts about
these companies. Depending on circumstances, the user may
require documents of one class or the other.

Another genre class with useful application is the ability
to identify whether a document is describing something in a
positive or negative way. This could be used to improve a
recommender system. Documents could be recommended on
the basis that they were given a positive review by a reviewer
with similar interests to the target user.

Another application of review classification is filtering of
newswire articles for financial analysis. Financial analysts
must quickly digest large amounts of information when mak-
ing investment decisions. A delay of a few seconds in iden-
tifying important information can result in significant gains
or losses. The ability to automatically identify whether news
about a company is positive or negative would be a valuable
service in such a situation [10].

The ability to filter documents according to the level of
technical information presented and the readability of the
document would enable a system to personalize documents
retrieved according to the user’s educational background.
With a suitable set of genre classes, a system with a dual cat-
egory structure, that allowed users to browse documents ac-
cording to both topic and genre would be useful. Genre anal-
ysis can facilitate improved personalization by recommend-
ing documents that are written in a style that the user finds
interesting or a style that is appropriate to the users needs.
We consider genre to be complimentary to topic as a method
of recommendation. The two used in conjunction with each
other can improve the quality of a user’s recommendations.

2 Genre Classification
In our introduction we gave a general outline of what we
mean by genre. Here we define our interpretation in more
detail.

2.1 What is genre?
The term “genre” occurs frequently in popular culture. Mu-
sic is divided into genres based on differences in style, e.g.
blues, rock or jazz. Sample genres from popular fiction in-
clude science fiction, mystery and drama. Genres are often
vague concepts with no clear boundaries and need not be dis-
joint. For a given subject area there are is no fixed set of genre
categories. Identifying a genre taxonomy is a subjective pro-
cess and people may disagree about what constitutes a genre,
or the criteria for membership of a particular genre.

The American heritage dictionary of the English language
defines genre as “A category of artistic composition, as in
music or literature, marked by a distinctive style, form or
content”. Webster’s revised unabridged dictionary defines a
genre as “class; form; style esp. in literature”. Wordnet de-
fines genre as “1: a kind of literary or artistic work 2: a style
of expressing yourself in writing 3: a class of artistic endeav-
our having a characteristic form or technique”.

From the different definitions we see that there is no defini-
tive agreement on what is meant by genre. However, the com-
mon thread among these definitions is that genre relates to

style. The genre of a document reflects a certain style rather
than being related to the content. In general this is what we
mean when we refer to the genre of a document: the genre
describes something about what kind of document it is rather
than what the document is about.

Genre is orthogonal to topic. Documents that are about
the same topic can be from different genres. Similarly, doc-
uments from the same genre can be about different topics.
Thus we must separate the identification of the topic and
genre of a document and try to build classifiers that are topic
independent. This contrasts with the aim of other text clas-
sification tasks, thus the standard methods of evaluating text
classifiers are not completely appropriate. When we evalu-
ate our genre classifiers, we measure how well they perform
across multiple subject domains. In order for genre classifi-
cation techniques to be generally useful, it must be easy to
build genre classifiers. There are two aspects to this. The
first is that of domain transfer: classifiers should be gener-
ally applicable across multiple topics. The second is that of
learning with small amounts of training data. When building
genre classifiers, we want to achieve good performance with
a small number of examples of the genre class.

To summarize, we view a genre as a class of documents
that arises naturally from study of the language style and
text used in the document collection. Genre is an abstrac-
tion based on a natural grouping of documents written in a
similar style and is orthogonal to topic. It refers to the style
of text used in the document. A genre class is a set of doc-
uments written in a similar style which serves some useful
discriminatory function for users of the document collection.

We focused on two sample genres which we use for our au-
tomatic genre classification experiments. The first is whether
a news article is subjective i.e. it presents the opinion of it’s
author, or objective. The second is whether a review is posi-
tive or negative.

2.2 Sample Genre Classes
The first genre class we investigate is whether a document
is subjective or objective. This is a common distinction in
newspaper articles and other media. Many news articles re-
port some significant event objectively. Other articles offer
the author’s opinion. These often take the form of columns or
editorials.

Consider the example of financial news. Financial news
sites publish many articles each day. Articles of genre class
fact may be reporting the latest stock prices and various
events that are likely to influence the stock price of a par-
ticular company. Articles of genre class opinion may give the
opinions of various financial analysts as to the implications of
the events of the day for future stock prices. Different users
at different times may be better served by articles from one
genre or the other. It would be a useful service for the user
to be able to filter or retrieve documents from each of these
genre classes.

Our second sample genre class is classifying reviews as
being either positive or negative. The ability to automati-
cally recognize the tone of a review could have application
in the collaborative recommendation systems. For example,
if a particular movie critic who generally has similar tastes to



Objective In a move that sent Enron shares higher
after days of double-digit declines, Dyn-
egy confirmed Tuesday that it is in talks to
renegotiate its $9 billion deal to buy its ri-
val.

Subjective The collapse of Enron is hard to believe,
and even harder to understand. But in ret-
rospect, there are some valuable lessons in
the whole mess.

Positive Cameron Crow’s first film since “Jerry
Maguire” is so engaging, entertaining and
authentic that it’s destined to become a
rock-era classic.

Negative Vanilla Sky is a misbegotten venture that
transforms a flawed but intriguing original
into an elephantine, pretentious mess.

Table 1: Document extracts from each genre class

Figure 1: Genre classification for domain transfer

a user gives a film a positive review, then that film could be
recommended to the user. Films could be recommended on
the basis of how they are reviewed by critics that are known
to have similar tastes to a particular user.

Table 1 show a selection of document extracts from our
document collection. A human reader can recognize a sub-
tle difference in style between extracts from subjective and
objective articles and similarly between the positive and neg-
ative reviews. We investigate techniques for automating this
classification.

Our aim in constructing the classifier is to maximize ac-
curacy both within a single domain and across domains. To
this end we use datasets from three subject domains: football,
politics and finance1, for the subjectivity classification task
and documents from two subject domains: movie reviews and
restaurant reviews for the review classification task. We are
interested in how well a classifier trained on documents from
one domain performs in another. We identify the different
subject domains in order to determine how well the classifier

1Our document corpus is available to the research community at
http://www.smi.ucd.ie/hyppia

performs across multiple subject domains for the same genre
classification task. Because genre is orthogonal to topic we
wish to build classifiers that perform well in subject domains
other than the one used to build the classifier. For example,
a classifier built to recognize whether a document is subjec-
tive or objective by training it on documents about football
should ideally be able to recognize subjective documents that
are about topics other than football such as finance or politics
(Figure 1).

The practical effort involved in building a genre classifier
is considerable. A human must label a number of examples
to train the classifier. It is essential to minimize this human
effort. Because of this we aim to build genre classifiers with
good domain transfer. Because of the amount of human ef-
fort involved in constructing a genre classifier, it should be
reusable across multiple subject domains. If it has to be re-
trained every time it is to be used in a new subject domain,
the amount of work required to maintain it will be consid-
erable and in high volume digital library scenario could be
prohibitive.

2.3 Related work

In our work we have identified two sample genres for use
in our experiments. These genres are subjective or objective
news articles and positive or negative reviews. Wiebe [17]
defines subjectivity classification as distinguishing sentences
used to present opinions and evaluations from sentences used
to objectively present factual information. She investigates
subjectivity classification at the sentence level and concludes
that the presence and type of adjectives in a sentence is in-
dicative of whether the sentence is subjective or objective.
We seek to perform subjectivity classification at the document
level.

Tong [16] describes a system that focuses on tracking var-
ious entities and the opinions being expressed about them.
The opinions are tracked by monitoring online public dis-
cussion forums. In particular, they monitor online discussion
about movies and determine the level of buzz associated with
specific movies as they move from announcement of release,
through opening weekend and on to extended distribution.
Opinions are extracted using sentiment models. These are
patterns that capture the way people talk about movies and
use a set of custom lexicons that cover personal emotions,
movie features and language tone. These are also used to
model the tone of the opinion. It appears that they use heuris-
tics to identify positive and negative opinions being expressed
about particular movies. We seek to automate the classifica-
tion of reviews as positive or negative.

Stamatatos et al. [15] recognize the need for classifiers
that can easily transfer to new domains, without explicitly
mentioning domain transfer. However they do not elaborate
on how to evaluate transfer. Their notion of genre is similar
to ours.

Their feature-set is the most frequently occurring words of
the entire written language and they show that the frequency
of occurrence of the most frequent punctuation marks con-
tains very useful stylistic information that can enhance the
performance of an automatic text genre classifier.



This approach is domain and language independent and re-
quires minimal computation. They do not perform any exper-
iments to measure the performance of their classifier when it
is transferred to new subject domains.

This work is closely related to ours. They identify the need
for domain transfer but do not develop this idea any further.
Their definition of text genre is similar to ours and two of
the genre classes they identify are similar to our subjectivity
classification task. The features they use are stop-words and
punctuation similar to our text statistics feature-set.

Kessler et al. [8] argue that genre detection based on sur-
face cues is as successful as detection based on deeper struc-
tural properties. Argamon et al. [1] consider two types of
features: lexical and pseudo syntactic. They compare the per-
formance of function words against POS trigrams for distin-
guishing between different sets of news articles.

Roussinov et al. [14] view genre as a group of documents
with similar form, topic or purpose, “a distinctive type of
communicative action, characterized by a socially recognized
communicative purpose and common aspects of form”. This
is a more general view of genre where genre is a grouping of
similar documents. Some genres are defined in terms of pur-
pose or function, others in terms of physical form while most
documents combine the two.

They attempt to identify genres that web users frequently
face and propose a collection of genres that are better suited
for certain types of information need. To this end, they per-
formed a user survey to see 1) what is the purpose for which
users search the web, and 2) whether there was a relation be-
tween the purpose of a respondents search and the genre of
document retrieved. This results in a proposed set of genres,
along with a set of features for each genre and a user interface
for genre based searching.

Dewdnew et al. [4] take the view that genre of a document
is the format style. Genre is defined as a “label which denotes
a set of conventions in the way in which information is pre-
sented”. The conventions cover both formatting and the style
of language used. They use two feature-sets: a set based on
words (traditional BOW) and a set based on the way in which
the text is presented. The presentation features do consis-
tently better than the word frequency features and combining
the feature-sets gives a slight improvement. They conclude
that linguistic and format features alone can be used success-
fully for sorting documents into different genres.

Rauber and Muller-Koller [13]argue that in a traditional li-
brary, non content-based information such as age of a docu-
ment and whether it looks frequently used are important dis-
tinguishing features and present a method of automatic anal-
ysis based on various surface level features of the text. The
approach uses a self-organizing map (SOM) [9] to cluster the
documents according to structural and stylistic similarities.
This information is then used to graphically represent docu-
ments according to structural and stylistic similarities. In this
approach the genres are identified from clusters of documents
that occur in the SOM rather than being defined in advance.

Karlgren [5; 6; 7] has done several experiments in genre
classification. In [5] he shows that the texts that were judged
relevant to a set of TREC queries differ systematically (in
terms of style) from the texts that were not relevant.

In [6], Karlgren et al. use topical clustering in conjunc-
tion with stylistics based genre prediction to build an inter-
active information retrieval engine and to facilitate multi-
dimensional presentation of search results. They built a
genre palette by interviewing users, identifying several genre
classes that are useful for web filtering.

The system was evaluated by users given particular search
tasks. The subjects did not do well on the search tasks, but
all but one reported that they liked the genre enhanced search
interface. Subjects used the genres in the search interface to
filter the search results. The search interface described is an
example of how genre classification can usefully aid informa-
tion retrieval.

3 Approach
Our approach is to use Machine Learning techniques for au-
tomatic genre analysis. We attempt to identify the features
which will lead to classifiers that perform well across multi-
ple subject domains and can easily be built automatically. We
investigate the performance of our classifiers across multiple
subject domains. We use two sample genre tasks to test the
utility of three sets of features for the purpose of automatic
genre classification. We use C4.5 [12] as our main learning
algorithm.

We emphasize the ability to transfer to new subject do-
mains when building our classifiers and we evaluate different
feature-sets for performance across multiple subject domains.

In addition to building classifiers that will transfer easily
to new domains, we wish to minimize the effort involved in
building a genre classifier. We wish to be able achieve good
performance with a minimum amount of labelled data. To
this end we examine the learning rates of our classifiers and
investigate methods of improving this learning rate using ac-
tive learning techniques.

The three feature-sets investigated can be thought of as
three independent views of the dataset. We investigate meth-
ods of combining the models built using each feature-set to
improve classifier performance.

Our contributions will be:
� To investigate the feasibility of genre classification us-

ing machine learning. We wish to investigate whether
machine learning can successfully be applied to the task
of genre classification. We use two sample genre clas-
sification tasks to investigate the issues arising from the
task of genre classification.

� To investigate how well different feature-sets perform on
the task of genre classification. Using two sample genre
classification tasks, we perform experiments using three
different feature-sets and investigate which features sat-
isfy the criteria for building good genre classifiers.

� To investigate the issues involved in building genre clas-
sifiers with good domain transfer. The task of genre
classification requires additional methods of evaluation.
We introduce the idea of domain transfer as an indication
of the performance of a genre classifier across multiple
subject domains. We evaluate each of the feature-sets
for their ability to produce classifiers with good domain
transfer.



� To investigate how we can apply active learning tech-
niques to build classifiers that perform well with small
amounts of training data.

� To investigate methods of combining multiple feature-
sets to improve classifier performance.

4 Feature-sets
We have explored three different ways to encode a document
as a vector of features.

4.1 Bag-of-words
The first approach represented each document as a bag-of-
words (BOW), a standard approach in text classification. A
document is encoded as a feature-vector, with each element
in the vector indicating the presence or absence of a word in
the document. We wish to determine how well a standard
keyword based learner performs on this task. This approach
led to feature-vectors that are large and sparse. We used stem-
ming [11] and stopword removal to reduce the size of the fea-
ture vector for our document collection.

This approach to document representation works well for
standard text classification where the target of classification is
the topic of the document. In the case of genre classification
however, the target concept is often independent of the topic
of the document, so this approach may not perform as well.

It is not obvious whether certain keywords would be in-
dicative of the genre of the document. We are interested in in-
vestigating how well this standard text classification approach
works on the genre classification tasks. We expect that a clas-
sifier built using this feature-set may perform well in a single
subject domain, but not very well when domain transfer is
evaluated. By subject domain we mean a group of documents
that can be regarded as being about the same general sub-
ject or topic. For example, for the subjectivity classification
task, we have three subject domains: football, politics and fi-
nance. For the review classification task we have two subject
domains: restaurant reviews and movie reviews. The reason
we identify different subject domains is that a text genre class
may occur across multiple subject domains. We wish to eval-
uate the domain transfer of a genre classifier. For example,
if a classifier is trained for the subjectivity classification task
using documents from the football domain, how well does it
perform when this classifier is transferred to the new domain
of politics?

4.2 Part-of-Speech statistics
The second approach uses the output of Brill’s part-of-speech
(POS) tagger [3] as the basis for its features. It was antic-
ipated that the POS statistics would reflect the style of the
language sufficiently for our learning algorithm to distinguish
between different genre classes. A document is represented
as a vector of 36 POS features, one for each POS tag, ex-
pressed as a percentage of the total number of words for the
document.

This approach uses a part-of-speech representation of the
documents rather than the actual words occurring in the doc-
ument. It was hoped that this would give a representation that
was still capable of discriminating genre but was independent

of the subject of the document. The POS representation does
not reflect the topic of the document, but rather the type of
text used in the document.

We hope that POS features can be used to differentiate gen-
res in a domain independent way. If the POS feature-set is
capable of differentiating genre class, we would expect that
it would do so in a domain independent manner as it doesn’t
have any information about the topic of the document.

4.3 Text Statistics
Our third approach is to use a set easily extractible text statis-
tics (TS). Many of these features have been shown to have
discriminatory value between genre classes in the related lit-
erature. This feature set includes shallow text statistics such
as average sentence length, the distribution of long words,
average word length. Additional features are based on the
frequency of occurrence of various function words and punc-
tuation symbols. The were 152 features in all, the majority
being the frequency of occurrence of various function words.

5 Experiments
We have evaluated the three feature-sets using two real-world
genre classification tasks.

5.1 Evaluation
We evaluate our classifiers using two measures: accuracy of
the classifier in a single subject domain and accuracy when
trained on one subject domain but tested on another.

Single Domain Accuracy
Single domain accuracy measures the accuracy of the classi-
fier when it is trained and tested on instances from the same
subject domain. This measure indicates the classifier’s ability
to learn the classification task in the subject domain at hand.

Accuracy is defined as the percentage of the classifier’s
predictions that are actually correct as measured against the
known classes of the test examples. Accuracy is measured
using ten-fold cross-validation.

This is a standard technique used in Machine Learning
to evaluate classifiers. However the normal use of Machine
Learning techniques in text classification is to classify docu-
ments according to topic or subject. Thus the ability to iden-
tify topic specific features is an advantage in most applica-
tions of text classification. Traditional evaluation techniques
give us no indication of how well our genre classifier will
perform on documents from other subject domains. We in-
troduce a new evaluation measure, domain transfer, which in-
dicates the classifier’s performance on documents from other
subject domains.

Domain Transfer Accuracy
We measure domain transfer in an attempt to measure the
classifier’s ability to generalize to new domains. For example,
a genre classifier built using documents about football should
be able to recognize documents about politics from the same
genre. Domain transfer is essential as in a high volume digital
library scenario, it may be prohibitively expensive to train a
separate genre classifier for every subject domain.



Subject Domain Opinion Fact Total
Football 174 177 351
Politics 144 145 289
Finance 56 100 156

Table 2: Corpus details for the subjectivity classification ex-
periment

We use the domain transfer measure as an indicator of the
classifier’s generality. It also gives us an indication of how
much the genre classification task in question is topic depen-
dent or topic independent.

Domain transfer is evaluated by training the classifier on
one subject domain and testing it on another subject domain.

5.2 Experimental Setup and Document Corpora
Table 2 shows the details of the corpus used for the subjectiv-
ity classification experiment. We identified three subject do-
mains, football, politics and finance. For each of these topics,
we identified a number of web sites that specialize in news
from the particular subject domain. Articles were then au-
tomatically spidered from these sites over period of several
weeks. The documents were then classified by hand by the
author as being either subjective or objective.

Table 3 shows the details of our document collection for
the review experiment. The collection of review datasets
was somewhat easier than the collection of the subjectivity
datasets. The reason is that the classification of a document
could be extracted automatically using a wrapper for the par-
ticular site. For example, most movie reviews come with a
recommendation mark. A review that awards a film 4 stars
could be considered a positive review, while a review that
awards a film 1 star could be considered a negative review.
Thus we automatically extract the classification of a particu-
lar review, negating the need to manually classify each docu-
ment.

The Movie reviews were downloaded from the Movie Re-
view Query Engine2. This site is a search engine for movie
reviews. It extracts movie reviews from a wide range of sites.
If the review contains a mark for the film, the mark is also
extracted. We wrote a wrapper to extract a large number of
movie reviews and their corresponding marks from this site.
The marks from various sites were normalized by convert-
ing them to a percentage and then we used documents with
high percentages as examples of positive reviews and vice
versa. Marks below 41 were considered negative while marks
of 100% were considered positive.

The restaurant reviews were gathered from the Zagat sur-
vey site3. This is a site that hosts a survey of restaurants from
the U.S.A. and Europe. Users of the site submit their com-
ments about a particular restaurant and assign marks in three
categories (food, decor and service). The marks for these cat-
egories are between 1 and 30 and are the average for all the
users that have provided feedback on that particular restau-
rant. The reviews themselves consist of an amalgamation

2http://www.mrqe.com
3http://www.zagat.com

Subject Domain Positive Negative Total
Movie 386 337 723

Restaurant 300 331 631

Table 3: Corpus details for the review classification experi-
ment

BOW POS TS MVE
Football 86.7 82.4 86 88.6
Politics 85.3 83.1 80.3 90.8
Finance 89.7 88.6 83.3 92
Average 87.2 84.7 83.2 90.5

Table 4: Single domain accuracy for subjectivity classifica-
tion

of different users comments about the restaurant. We aver-
aged the marks for the three categories to get a mark for each
restaurant. Restaurants that got an average mark below 15
were considered negative while those getting marks above 23
were considered positive.

5.3 Single Domain Experiments
Table 4 shows the single domain experiments for the subjec-
tivity classification task. The BOW feature-set performs best
in all three subject domains. The POS feature-set is second
best on average, although the difference between it and the
TS feature-set is insignificant. All three feature-sets achieve
good accuracy on this classification task, indicating that any
of these feature-sets alone is sufficient for building classifiers
within a single subject domain. However BOW is the best
performing feature-set on this task within subject domains.
This indicates that there are keywords within each subject do-
main that indicate the subjectivity of a document.

Table 5 shows the single domain results for the review clas-
sification experiment. In both domains, the BOW approach
performs significantly better than the POS approach. On av-
erage, the BOW approach achieves accuracy of 82.7%. This
is a good level of accuracy for this classification task. The
POS approach performs poorly in comparison(61.3% on av-
erage).

The BOW approach is capable of achieving good levels
of performance when attempting to classify reviews as pos-
itive or negative in a single subject domain. The POS ap-
proach performs poorly on this classification task, even in a
single subject domain. The TS approach performs well in
the restaurant domain (94.1) but poorly on the movie domain
(59). Thus while it’s average performance is good, it does not
perform consistently well in each domain.

BOW POS TS MVE
Movie 76.8 59.6 59 74.1

Restaurant 88.5 62.9 94.1 83.4
Average 82.7 61.3 76.6 78.8

Table 5: Single domain accuracy for review classification



Test Train BOW POS TS MVE
Football Politics 58.5 74 63.7 72.3
Football Finance 61.5 78.8 75.6 80.8
Politics Football 76.9 70.7 64.1 76.6
Politics Finance 66.7 90.4 66.7 75.6
Finance Football 76.9 73.2 70.7 81.5
Finance Politics 63 83.7 66.1 76.9
Average 67.3 78.5 67.8 77.3

Table 6: Domain transfer for subjectivity classification

Test Train BOW POS TS MVE
Movie Rest 40.1 44.4 50.4 45.3
Rest Movie 55.5 49.8 44.3 52.9

Average 47.8 47.1 47.35 49.1

Table 7: Domain transfer for review classification

5.4 Domain Transfer Experiments

Table 6 shows domain transfer results for the subjectivity
classification task. In this case POS feature-set performs best
(78.5), while the BOW feature-set performs worst (63.7). So,
BOW goes from being best when evaluated in a single sub-
ject domain to worst when evaluated across multiple subject
domains.

. This indicates that while keywords can be used to iden-
tify subjective documents, a model built using these features
is more closely tied to the document collection used for train-
ing. Intuitively we would expect that the classifier built us-
ing the POS statistics as features would have a more gener-
alizable model of what constitutes genre than one built using
keywords or domain-specific hand-crafted features.

Table 7 shows the domain transfer results for the review
classification experiment. On average, each feature-set per-
forms to a similar level with there being less than 1% between
them. Each feature-set achieves average accuracy of around
47%. This level of performance is no better than that achiev-
able by a simple majority classifier.

The single domain experiment on this classification task
showed that BOW can achieve high levels of accuracy on this
classification task in a single subject domain. However the
domain transfer experiment shows that the BOW approach
fails when the transfer approach is evaluated. The BOW fea-
tures which indicate a positive movie review are not trans-
ferable to the restaurant domain and vice versa. The POS
approach fails in both the single domain and domain transfer
experiments.

We conclude that the POS approach is not suitable for the
task of classifying reviews as being either positive or nega-
tive. The BOW approach can achieve good performance in
a single subject domain but cannot transfer to new subject
domains. Even though the traditional means of evaluating a
classifier indicate that the BOW achieves good performance,
our experiments indicate that it performs poorly when we our
extra domain transfer condition is evaluated.

5.5 Discussion

Our experiments show that it is possible to build genre classi-
fiers that perform well within a single subject domain. How-
ever, single domain performance can be deceiving. When
we further evaluate the classifiers for domain transfer perfor-
mance, it becomes clear that good domain transfer is more
difficult to achieve.

From the experiments above, it is clear that the review clas-
sification task is more difficult than the subjectivity classifi-
cation task. All feature-sets achieved good single domain ac-
curacy on this task, while the POS feature-set also achieved
good domain transfer. On the review classification task, the
BOW approach achieved good single domain accuracy, but
none of the feature-sets achieved good domain transfer.

From examination of the dataset, reviews from the movie
domain are easily recognisable by a human reader as being ei-
ther positive or negative. It is more difficult to discern the cat-
egory for many of the restaurant reviews. Recall that the re-
views were classified automatically, based on scores extracted
from the source website. The restaurant reviews consisted of
an amalgamation of user comments about particular restau-
rant. For many of these reviews it is difficult for a reader to
decide whether they are positive or negative. Because they
combine different user comments, the style of the restaurant
reviews is different from the style of the movie reviews which
are written by individual authors. This may account for some
poor performance when domain transfer was evaluated for the
review classification task.

It is also clear that no one feature-set is suitable for both
genre classification tasks. The BOW feature-set performs
well in a single subject domain, while the POS feature-set
performs best on the subjectivity classification task when we
evaluate domain transfer.

5.6 Models generated

We can examine the models generated by C4.5 to see what
features the classifier is using to make its prediction. This
may give us some insight into the classification task in ques-
tion and give us confidence in the model being generated. If
the model gives us rules that seem intuitively related to the
genre classification task, this gives us confidence in the valid-
ity of the model. The model may also give us insight into the
genre class under investigation and which features differenti-
ate genre but are not obvious from inspection of the data.

The root node of a C4.5 decision tree is the attribute that
was deemed most informative with respect to discriminating
between the target classes. For the subjectivity classification
task, the BOW approach generated root nodes based on the
words ’columnist’, ’column’ and ’column’ for the football,
politics and finance domains respectively. The presence of
these words is strongly indicative of a document being subjec-
tive. It is easy to see that documents containing these words
are likely to be subjective in style as they are probably writ-
ten by a particular columnist, giving their opinion. For the
review classification task, the BOW approach generated root
nodes based on the words ’jolie’ and ’romantic’ for the movie
and restaurant domains respectively. The word ’jolie’ occur-
ring in a movie review means it is likely to negative, while



the word ’romantic’ occurring in a restaurant review means it
is likely to be positive.

This corresponds the fact that the movie ’Tomb Raider’
starring Angelina Jolie was released around the time the
dataset was collected. One can imagine that this is not the
kind of movie that would appeal to film critics and would
be likely to garner negative reviews. It also seems unlikely
that this attribute would have any discriminatory value in the
restaurant review domain.

It also seems reasonable that the word ’romantic’ used in
relation to a restaurant is likely to indicate a positive review.
However this attribute may in fact penalize the classifier when
transferred to the movie domain as it seems likely that movie
reviews containing the word ’romantic’ are more likely to be
negative rather than positive.

For the subjectivity classification task, the POS approach
generates trees with root nodes DT, RB and RB for the foot-
ball, politics and finance domains respectively. DT refers to
the distribution of determiners ( e.g. as, all, any, each, the,
these, those). RB refers to adverbs (e.g. maddeningly, swiftly,
prominently, predominately). Subjective documents tend to
have relatively more determiners and adverbs. On the review
classification task, the POS approach failed to accurately dis-
criminate between positive and negative reviews.

The TS approach generates trees with root nodes based on
the number of words in the document for the football and
politics domains and the distribution of the word ’can’ for
the finance domain. Shorter documents are more likely to
be objective. It seems likely that objective documents will
often be much shorter than subjective documents as they just
report some item of news, without any discussion of the event
involved. It is not clear how the distribution of the word ’can’
is indicative of the subjectivity of a document. On the review
classification task, the TS approach did not perform well in
the movie domain (59), but performed surprisingly well on
the restaurant domain (94.1). In this case the root node of the
generated tree is the number of long words in the document.
Reviews containing a small number of long words are more
likely to be negative.

6 Combining multiple views
We have investigated the use of three different feature-sets
for the task of genre classification and attempted to deter-
mine which features are better for building general, transfer-
able classifiers. Our experiments have shown that the utility
of each feature-set depends on the genre classification task
at hand. We seek to automate as much as possible the pro-
cess of building a genre classifier. None of the feature-sets
are obviously generally superior to the others and it is unde-
sirable to have to determine the best feature-set for every new
genre classification task. To further automate the construc-
tion of genre classifiers, we investigate methods of improving
performance by combining feature-sets.

6.1 An ensemble learner
We can treat the three different feature-sets as different inde-
pendent views of the data. We can build a meta-classifier that
combines evidence from classifiers built using each feature-
set to make it’s prediction.

There are several methods of combining classifiers to make
predictions. Bagging combines the predictions of several sep-
arate models. The models are built using different subsets of
the training data and each model votes on the final prediction.
Boosting is similar to bagging except that the votes of each
model are weighted according to some scheme such as the
models success on the training data.

While bagging and boosting combine models of the same
type, stacking combines models built using different learning
models.

Our approach differs from these in that we will combine
models based on our different feature-sets. This multi-view
ensemble learning approach builds a model based on each of
the three feature-sets. A majority vote is taken to classify a
new instance.

The results achieved by the ensemble learner are encour-
aging. For the subjectivity classification task the results ( ta-
ble 4) achieved by this approach (MVE) are better that those
achieved by any of the individual feature-sets. The domain
transfer (table 6) is almost as good as that achieved by POS,
and significantly better that that achieved by the other feature-
sets.

For the review classification task (table 5) this approach
performs better than POS and TS, but not a good as BOW.
In the domain transfer case (table 7), this approach performs
best on average.

This approach to classification exploits the fact that the
three different feature-sets do not make mistakes on the same
documents. So a mistake made by the model based on one
feature-set can be corrected by the models based on the other
feature-sets. This works best in situations where all three
feature-sets achieve good performance, such as the subjectiv-
ity classification task. When each feature-set performs well,
they are more likely to correct each others mistakes.

In cases where some of the feature-sets perform poorly
(such as the review classification task), this approach will
achieve performance that is proportional to the relative per-
formance of the individual feature-sets.

It seems likely that for genre classification tasks where it
is not clear which feature-set is most suitable for the task,
this approach will increase the likelihood of the classifier per-
forming well.

6.2 Multi-view selective sampling

Figure 2 shows the first 100 points of the learning curves
for the subjectivity classification task averaged over the three
subject domains. The vertical axis shows the average accu-
racy taken over ten trials. The horizontal axis shows the num-
ber of training documents.

The naive way of choosing documents to add to the train-
ing set is to choose a document at random. This approach
is shown for each of the three feature-sets (BOW_rand,
POS_rand and TS_rand). The POS learning rate is better on
this task than the learning rate for the other two feature-sets.

We seek to improve the learning rate of the genre classi-
fiers. One method of improving the learning rate is to use
active learning to selectively sample documents to add to the
training set. The aim is to select training documents that will



Figure 2: Multi-view selective sampling on the subjectivity classification task

most improve the learned model, thus achieving maximum
performance for minimal training data.

The approach we investigate to improve the learning rate
uses the level of agreement between the learned models based
on different feature-sets. The first document to be labelled is
selected at random. The next document to be labelled is the
one where the models based on the three different feature-sets
disagree most about the classification. This is a simplification
of the co-training algorithm [2].

Applying this approach to our subjectivity classification
task gives an improvement in learning rate for all three
feature-sets (BOW_al, POS_al, TS_al). For each feature-set,
there is little difference between the random and active learn-
ing approaches initially. However as the classification accu-
racy improves, the active learning approach begins to exhibit
a better learning rate that the random approach. This indi-
cates that the active learning approach consistently chooses
documents that improve the performance of the classifier.

7 Conclusions
In theory, genre and topic are orthogonal. However, our ex-
periments indicate that in practice they partially overlap. It
may be possible to automatically identify genre in a topic
independent way, but the results of our domain transfer ex-
periments show that the feature-sets we investigate result in
models that are partially topic dependent.

From a single domain point of view, our approach was
very successful. If we used only the usual methods of eval-

uation, we would conclude that genre classification is not a
difficult task and can easily be achieved using standard ma-
chine learning techniques. On the subjectivity classification
task, all our feature-sets achieved high accuracy, while on the
review classification task a standard bag-of-words approach
achieved good accuracy.

We have argued that standard methods of evaluation are not
sufficient when evaluating genre classifiers and that in addi-
tion the genre classifier’s ability to transfer to new topic do-
mains must also be evaluated. When we evaluate this addi-
tional aspect of the genre classifiers, we find that it is difficult
to build classifiers that transfer well to new domains.

For the subjectivity classification task we have shown that
it is possible to build a genre classifier that can automatically
recognize a document as being either subjective or objective.
High accuracy in a single subject domain can be achieved us-
ing any of the three feature-sets we investigated (BOW, POS
or TS) but when domain transfer is measured for this task, the
POS feature-set performs best. Overall, the POS feature-set
is best for this genre classification task as it performs well
both in a single subject domain and when transferred to new
subject domains.

The review classification task is more difficult. Good accu-
racy can be achieved in a single topic domain using the BOW
approach. The POS approach is not suitable for this genre
classification task. All three feature-sets fail to achieve good
domain transfer on this task.

We also investigated methods of combining the predictions
of models based on the different feature-sets and show that



this improves performance. This approach is perhaps best
when approaching a new genre classification problem, where
it is not clear which feature-set is most suitable for the task.

We also show that the learning rate of the genre classifier
can be improved by actively selecting which document to add
to the training set. This selection is based on the level of
disagreement of models built using each feature-set.

These two approaches further facilitate the aim of automat-
ing as much as possible the process of building genre classi-
fiers. All three feature-sets can be extracted automatically.
The ensemble learning approach can give good performance
on the genre classification task and the active learning ap-
proach can improve performance on small amounts of train-
ing data.

7.1 Future work

We identified two sample genre classification tasks. These
particular genre classes could be usefully applied to improve
existing systems. Applications that utilize genre classifica-
tion to provide noticeable benefits to the end user must be
developed to illustrate that genre classification can be a use-
ful, practical technique that can be used to improve the results
of document retrieval systems.

In building such systems it will be useful to identify addi-
tional genres that can improve a users ability to filter doc-
uments and reduce the number of documents that are po-
tentially relevant to them. An expanded genre taxonomy is
needed together with appropriate techniques for automati-
cally identifying genres. We found that the techniques that
were successful on one genre classification task (subjectivity
classification), were less successful on another genre classifi-
cation task (review classification).

The ability to achieve good domain transfer is important
for genre classifiers. The techniques we used did not provide
a complete separation of genre and topic. Further investiga-
tion is needed to determine methods of identifying genre in
a topic independent way. We also need to refine methods of
evaluating domain transfer and determine how to meaning-
fully compare the performance of different genre classifiers.

Ideally once a general genre taxonomy is defined we need
techniques for automatically constructing genre classifiers
within this taxonomy. One would hope that there are gen-
eral techniques that could be used to build all classifiers for
all genres within a taxonomy and that these genre classifiers
will transfer easily to new subject domains. However, our
experience has shown that this is difficult and methods for
achieving these aims need further investigation.

Other feature-sets could be generally useful for building
genre classifiers. The addition of further feature-sets may also
improve the performance of the ensemble learner and active
learning approaches.

In general future work consists of extending the work we
have done on two genre classification tasks to a general genre
taxonomy. Classifiers built to identify genre classifiers within
this genre taxonomy should be easy to build and domain in-
dependent. The other major area for future work is to im-
plement applications that use genre classification to improve
user experience.
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